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Abstract. We study and describe the quenching phenomenon for the fully nonlinear parabolic
equation

ut +
1

2
(ux)2 = f(c u uxx) + ln u, x ∈ (0, l), t > 0,

which for f(s) = ln[(es − 1)/s] represents the evolution of the perturbations of the Zel’dovich–von
Neuman–Doering square wave occurring during a detonation in a duct. In the general case, the
function f : R → R is smooth and satisfies the parabolicity condition f ′(s) > 0 in R, c and l are
positive constants, and we impose Neumann boundary conditions ux(0, t) = ux(l, t) = 0 for t > 0
and take initial data u(x, 0) > 0 with inverse bell-shaped form.

The phenomenon of quenching is characterized by the existence of a finite time T at which
the solution u ceases to exist as a classical solution because minxu(x, t) → 0 as t → T ; then the
equation degenerates and forms a singularity at the level u = 0, due to the presence of the logarithmic
zero-order term.

We first exhibit conditions on f and u(x, 0) which imply the presence of this type of singularity.
Next we derive estimates on u , uxx in order to study the behavior of the profile in the neighborhood
of the time T . We then find the asymptotic scaling factors, which are universal, and the asymptotic
profile which is given in the rescaled coordinates by a parabola with a free constant to adjust. For this
purpose we use the theory of stability of ω-limit sets of infinite-dimensional dynamical systems under
asymptotically small perturbations. In this problem the perturbation is singular but exponentially
vanishing as t → T . Finally, we prove that the present model does not admit any extension beyond
the singularity, i.e., for t > T .
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1. Introduction. Mathematical formulation of the detonation problem.
This work is concerned with the study of the following initial boundary-value problem:





ut +
1

2
(ux)

2 = f(c u uxx) + lnu , x ∈ (0, l) , t > 0,

ux(0, t) = ux(l, t) = 0 , t > 0,
u(x, 0) = u0(x) > 0 , x ∈ (0, l).

(1.1)

This problem is proposed by Buckmaster [5], Buckmaster and Ludford [7], and Buck-
master, Dold, and Schmidt-Lainé [6] in the study of detonation waves. In these works
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c and l are real positive constants and f is given by the formula

f(s) = ln

(
es − 1

s

)
.(1.2)

The main physical and mathematical feature of the problem is the occurrence of the
phenomenon called quenching, which is formulated as follows: the solution u(x, t) of
problem (1.1) exists in the classical sense and is positive up to a finite time T > 0
such that

min
x∈(0,l)

u(x, t) → 0 as t → T.(1.3)

At the quenching time t = T the classical solution ceases to exist because a singularity
occurs in the right-hand side of the equation. The description of this singularity, i.e.,
the behavior of the solution for t ≈ T , is of great importance for the understanding
of the detonation process.

For the sake of mathematical generality, we will consider in this paper a more
general real, convex, and smooth function f : R → R satisfying the parabolicity
condition f ′(s) > 0 in R and normalized with f(0) = 0, plus the limits f ′(s) → λ1 > 0
as s → +∞ and |s|f ′(s) → λ2 as s → −∞, where λ1, λ2 are positive constants.
Finally, we impose a technical but essential condition (6.2). All these assumptions
are satisfied by (1.2), which is a convex function with f ′(0) = 1/2, f ′(∞) = 1,
f ′(−∞) = 0. Consequently, and for simplicity, we take λ1 = 1 throughout. The
initial data u0(x) are assumed to be positive and inversely bell-shaped in form.

Let us review the formulation of the detonation problem in the form (1.1). Deto-
nation waves are for the most part unstable [9], and it is important to understand the
origins and the consequences of the instability. Since activation energy is a valuable
tool in flame theory (low Mach number combustion) [33], it is natural to apply it also
to detonation which is a high Mach number phenomenon.

Consider a detonation wave propagating down a channel of length L. The steady
detonation structure is characterized by an induction zone of length δ, following a
hydrodynamic shock wave, and introducing a vigorous reaction in which heat release
occurs. We refer to Fickett and Davis [9] for a more complete description. Suppose
that the viscous effects are negligible and that the chemical reaction is reduced to one
gas burning to give one product. Then the governing equations are the compressible
reactive Euler equations

∂ρ

∂t
+ div(ρ u) = 0, ρ

du

dt
+ grad(p) = 0, ρ

dH

dt
=

dp

dt
+ QΩ, ρ

dY

dt
= −Ω,

in which ρ stands for the density of the gas, u its velocity, p its pressure, H its
enthalpy, Y the mass fraction of the product, Q the heat of the chemical reaction,
and Ω the reaction rate. For the sake of simplicity the gas is supposed to be perfect.
The chemical reaction is described by a one-step Arrhenius law; then the preceding
system of conservation laws is completed by the following state equations:

Ω = BY e−E/RT , H =
γ

γ − 1

p

ρ
,

where γ = Cp/Cv is the massic heat ratio, E the activation energy, and R the universal
gas constant.
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In the limit of the high activation energy, the detonation structure is reduced to
the famous Zel’dovich–von Neuman–Doering square wave, denoted by ZND [9]. This
stationary wave is a step in the (x, T ) plane from Tburn to Tcold ( Tburn ≫ Tcold) located
at the point xZND traveling at the speed u. The instability of plane detonation waves
gives rise to transverse propagation of secondary shock waves across the face of the
main shock. Therefore this shock wave is no more a straight line in the (x, y) plane,
and we are interested in the exact shock location. Taking as nondimensionalized
energy θ = E Cp/Ru2

f , where uf is the longitudinal speed of the shock, and searching

the disturbances of the main shock in the wave length scale x ∼ δ
√
θ, for a time scale

t ∼ δ θ/uf , the shock position is defined as

xshock = xZND + δ h

(
x

δ
√
θ
,
t uf

δ θ

)
.

Writing the Rankine–Hugoniot relations, developing all the variables in the high en-
ergy asymptotics, and supposing the wall perfectly reflecting, Buckmaster [5], Buck-
master and Ludford [7], and Buckmaster, Dold, and Schmidt-Lainé [6] derived the
following evolution equation for the variable u = 1 + h/K where K is a positive
constant:





ut +
1

2
(ux)

2 = ln

(
ecuuxx − 1

c uuxx

)
+ lnu , x ∈ (0, l) , t > 0,

ux(0, t) = ux(l, t) = 0 , t > 0,
u(x, 0) = u0(x) > 0 , x ∈ (0, l),

(1.4)

where c is a nondimensionalized positive constant representing the chemical properties
(it cannot be eliminated) and l is a nondimensionalized positive constant representing
the geometrical properties. Typically, for a detonation whose overdrive coefficient is
D = 1.2, a perfect gas of massic heat ratio γ = 1.2 and a nondimensionalized heat
of reaction Q = Q/RTf = 50, we have c = 0.268. Due to the change of unknown
from h and u, the nonperturbed ZND wave is represented by the stationary constant
solution u0 ≡ 1.

In [6], Buckmaster, Dold, and Schmidt-Lainé briefly studied the quenching phe-
nomenon: numerical calculations show that the term uuxx in (1.4) is small and thus
they neglect the terms

−1

2
(ux)

2 + ln

(
ecuuxx − 1

c uuxx

)

in (1.4) and perform what they call a final time analysis. Then they show that the
singular behavior of the perturbation shock speed, namely ut, creates a perturbation
of the postshock pressure which is also unbounded at the point x = 0. Thus for
time close to the quenching time and for small x, the postshock pressure increases
significantly above the steady state value. They then suggest that this excess pressure
will be relieved by the generation of transverse shock waves, thus initiating the triple
point characteristics of unstable detonation waves.

In the present work we study the asymptotic behavior of the solution u near the
quenching time without neglecting the term uuxx, which is shown to be small in the
course of the analysis, thus giving a solid foundation to the singular perturbation
approximation of [6]. This entails the use of a varied range of analytical tools now
available for the study of asymptotic phenomena as well as the development of new
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tools. A natural extension of (1.4) is obtained by considering f : R → R to be a
real function belonging to C∞(R) and satisfying f(0) = 0, f ′ > 0, and by studying
the model problem (1.1). We recover (1.4) by taking f(s) from (1.2). Next, a precise
analysis allows us to describe the final profile of the detonation front. Finally, we prove
that the singularity is essential in this model and the solution cannot be extended
beyond the quenching time even in a generalized sense.

Let us mention that another aspect of (1.1) has been previously studied by one
of the authors and his coworkers. The paper [4] discusses the stability of the unique
constant stationary solution u0 ≡ 1. First, a global bifurcation phenomenon of sta-
tionary solutions is exhibited. Then, using the geometric theory for fully nonlinear
parabolic equations of Da Prato and Lunardi [28], the authors show that the constant
stationary solution is unstable and they study its local invariant manifolds.

2. Outline of results. The phenomenon of quenching which occurs when the
solution touches down the level u = 0 is due to the influence of the lower-order term
ln u in (1.1), which is not bounded at the singular level u = 0. Moreover, at t = T
the equation ceases to be uniformly parabolic. The time T at which such an effect
occurs is called the quenching time and the points x where it occurs are referred to
as quenching points.

Quenching and blow-up are two typical kinds of singularity formation which may
occur in nonlinear parabolic equations. Quenching has the peculiar feature that the
solution stays bounded while some of the derivatives blow up. An example of this
type of singularity was proposed by Kawarada in [23]. He considered the following
semilinear parabolic equation:

ut = uxx + (1 − u)−1 , x ∈ (−a, a) , t > 0,(2.1)

with u(−a, t) = u(a, t) = 0, and u(x, 0) ≡ 0. If the interval length a is sufficiently
large, the solution u quenches, i.e., reaches the singular level 1 in a finite time. Such a
singularity has been studied for semilinear and quasi-linear heat equations in several
space dimensions; see [26] for a survey. In general, the quenching problem admits a
standard blow-up formulation for a different semilinear parabolic equation derived by
setting (1 − u)−1 = v → ∞ as u → 1−, so that v(x, t) blows up in the L∞-norm.

In this framework, (1.1) presents two mathematical novelties: first, it is a fully
nonlinear equation, since the highest space derivative uxx is contained in the argument
of the nonlinearity f . The parabolicity of the equation comes from the fact that f ′ > 0.
Nevertheless, the equation is also degenerate parabolic, because as uuxx → 0 there
holds f(cuuxx) ∼ c

2uuxx, and as u → 0 (if uxx stays bounded)

∂f(cuuxx)

∂(uxx)
= f ′(cuuxx) cu → 0,

so that the equation is not uniformly parabolic near {u = 0}. Therefore, previous
results do not apply, even for the proof of finite-time quenching, and we are forced to
look for other ingredients to study the behavior of the solution.

On the other hand, the asymptotic finite-time behavior near the singularity, as
t → T−, for quasi-linear parabolic equations is a difficult problem and possesses some
common features in all the cases of blow-up, extinction, or quenching. One of the most
important peculiarities of such singularities is that the limit t → T− is often described
by a singular perturbed nonlinear first-order equation, so that special techniques from
singular perturbation theory are necessary.
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Another question of no less interest (in particular, for physical applications) is
how to extend the solution beyond the singularity, for t > T . It turns out that for the
one-dimensional parabolic equations, this question is solved in the maximal generality
for all the types of singularities. See in that respect [17], [18] where necessary and
sufficient conditions for a nontrivial extension beyond singularity are established.

In the present paper, we will address the following questions for problem (1.1),
(1.2):

(i) occurrence or nonoccurrence of quenching;

(ii) the asymptotic behavior of the solution as t → T−, when it quenches (of
course, this imposes certain restrictions in the initial data) and of the final-time profile
u(x, T−) > 0 for small x > 0; and

(iii) existence or nonexistence of a nontrivial extension of a solution beyond
quenching, for t > T . In other words, we want to know whether the natural ex-
tension of the solution after quenching is identically zero or not. In the former case,
where u(x, T+) ≡ 0, we say that there is a complete singularity.

Here is a detailed outline of the contents of the paper. Section 3 covers the local
existence and regularity results for (1.1). We then address the first basic question
about the behavior of the solutions, i.e., finding sufficient conditions for the occur-
rence or nonoccurrence of quenching. Section 4 answers this question by means of
comparison techniques with lower and upper solutions. We thus prove that quench-
ing occurs for a wide class of initial data, i.e., singular quenching is generic in this
detonation model.

In section 5 we deal with the first asymptotic result, the type of quenching: we
prove that single-point quenching occurs in this model. As the second asymptotic
problem, supposing that u(x, t) quenches at time T , we want to describe the behavior
of u as t → T−. In fact, we are in the presence of a very special type of singularity
because as t → T we have minxu(x, t) → 0, so that not only ut ceases to exist but also
(1.1) is no longer uniformly parabolic. Therefore, in order to study the behavior of u
near the quenching time, we will first derive a semiconvexity estimate on uxx inspired
by Aronson–Bénilan’s estimate for the porous media equation [2] and a simultaneous
estimate on u. But, unlike the classical porous medium case, now two estimates are
coupled by a singular two-dimensional dynamical system, and this implies a delicate
mathematical argument that we develop in section 6.

We may now proceed with the asymptotic behavior of the solution near the
quenching time. We impose some conditions on the initial data which guarantee
that the solution quenches in finite time. In a first step the above estimates are used
to rescale the solution u and the variables x, t and thus obtain a regular equation
in the neighbourhood of T . Rescaling is a quite popular and powerful technique in
mechanics; see many examples in Barenblatt’s book [3] and in [31] devoted to blow-up
behavior in quasi-linear reaction-diffusion equations. It is worth mentioning that in
the case of this fully nonlinear equation no exact self-similar solution exists, and more-
over the asymptotic quenching behavior is proved to be approximately self-similar,
since the second-order diffusion-like term disappears in the limit and provides only
an eventual parabolic regularity of the evolution orbits. Full details are given in sec-
tion 7. In order to study the behavior of the solution of the rescaled equation, we
will use a technique of two of the authors [14], [16] based on the comparison of the
ω-limit sets of an infinite-dimensional dynamical system and its asymptotically small
singular perturbations, which allows us to study the long time behavior of a number
of parabolic equations. Finally, we show that quenching occurring as t → T at the
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origin x = 0 forms the following limit profile:

u(x, T−) ∼ x2 | lnx| for small x > 0.

In section 8 we present numerical results to show that the current study is valid for
the particular problem of a detonation in ducts.

Finally, in section 9 we prove that the solutions with the quenching singularity
at t = T admit no extension beyond it, for t > T . Using the general results from
[17], [18] on extended semigroup theory, we establish that in the generic situation
this quenching singularity is complete, in the sense that the uniquely defined proper

solution (also called maximal solution) takes everywhere the singular value u ≡ 0 for
t > T . Therefore, any nonnegative extension is entirely singular for t > T . The
completeness of the singularity at t = T means that the present model does not apply
for t > T , and, in general, should be replaced.

3. Local existence and regularity. The present equation falls into the scope
of the so-called fully nonlinear parabolic equations, which can be written in the general
form

ut = F (u, ux, uxx),(3.1)

where F (u, p, q) is a Ck smooth function, k ≥ 1, defined in an open set of R3, and
F obeys a parabolicity condition with respect to the last argument q, Fq(u, p, q) > 0.
Several approaches for local solvability of the problem are available in the literature.
In her book [27, sect. 8.5], Lunardi discusses local classical solvability of this problem
using the theory of analytic semigroups. This approach has its origins in the work of
Da Prato and Grisvard [29], who introduced the use of maximal regularity properties
of analytic semigroups in interpolation spaces; in the case of fully nonlinear equations
the construction of solutions is performed by studying the linearized equation around
the initial data u0 and then using a fixed point theorem. See also Angenent [1]. In
our case F is C∞-smooth in its domain {u > 0} and is parabolic uniformly in sets of
the form {0 < c ≤ u ≤ C}. This makes it possible to apply the above theory. Let us
summarize the results that are of interest here.

The local existence of the solution to (1.1) is proved as in Theorem 7.4 in [29].
The following result holds.

Theorem 3.1. Let u0 ∈ h2+θ([0, l]) for some θ ∈ (0, 1) be such that u′
0(0) =

u′
0(l) = 0, and u0(x) > 0 in [0, l]. Then there exist a time T0 > 0 and a unique

u ∈ C([0, T0];h
2+θ([0, l]))∩C1([0, T0];h

θ([0, l])), solution of (1.1) in the classical sense

in the domain Q = (0, l) × (0, T0). Moreover, u > 0 in Q = [0, l] × [0, T0].
We recall that for θ ∈ (0, 1) and n an integer we define the little Hölder spaces

(cf. [27, sect. 0.2]) as

hn+θ([0, l]) =

{
u ∈ Cn([0, l]) , lim

t→0
max

x,y∈[0,1],|x−y|≤t

|u(n)(x) − u(n)(y)|
|x− y|θ = 0

}
.

These spaces are Banach spaces endowed with their natural norm

u ∈ hn+θ([0, l]) , ‖u‖ =

n∑

i=0

max
x∈[0,l]

|u(i)(y)| + max
t>0, |x−y|≤t, x,y∈[0,l]

t−θ|u(n)(x) − u(n)(y)| .

The little Hölder spaces and subspaces thereof appear as interpolation spaces for the
Laplacian with Neumann boundary conditions in one dimension; cf. [27, sect. 3.1].
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We remark that the Neumann boundary conditions allow us to extend the solution
defined in spatial domain 0 ≤ x ≤ l, first by symmetry to −l ≤ x ≤ l, and then by
periodicity to all of R. Different approaches to prove classical solvability of (1.1) can
be found in the books [24] and [8]; see also references therein.

Since f ∈ C∞(R), one can formally differentiate (1.1) with respect to x and t
and obtain equations of the quasi-linear type to which we can apply the improved
existence and regularity results which hold for this type of equation; cf. [1], [27]. We
thus obtain the following regularity result.

Theorem 3.2. With the same assumptions as in Theorem 3.1, for any 0 < ǫ <
T0/2, the solution u of (1.1) belongs to C∞([0, l] × [ǫ, T0 − ǫ]).

According to this theorem, a solution u of (1.1) exists globally in time, i.e., T0 =
∞, if it does not blow up in finite time and does not quench.

4. To quench or not to quench. It is easy to see that the solution u of (1.1)
does not blow up in finite time, i.e., u(x, t) stays uniformly bounded on (0, T0). Indeed,
the lower-order term, ln (u), is a sublinear function for u ≫ 1, hence the absence of
blow-up is shown by comparison with an upper solution which does not depend on x.
Thus, if the solution is not global it must quench. We will find sufficient conditions on
the initial data u0 and the function f that ensure that the solution quenches, or that
it does not quench, by using comparisons with suitable upper and lower solutions. We
will show that these conditions are verified in the case of the detonation in ducts.

Once we prove local in time existence of classical smooth solution, we can use
the maximum principle as for the linear parabolic equations; see, e.g., [10]. It will be
convenient to use the notation

L(v) = −vt −
1

2
(vx)

2 + f(c v vxx) + ln v

for sufficiently smooth functions v : [0, l] × R
+ → R

+.

4.1. Flat upper and lower solutions. If we compare the solution u of (1.1)
with flat profiles we obtain the following result.

Proposition 4.1. Let u0 ∈ h2+θ
∞ ([0, l]) for some θ ∈ (0, 1) satisfy u′

0(0) =
u′

0(l) = 0 and u0(x) > 0 in [0, 1]. Let m = minxu0(x) , M = maxxu0(x). We

consider u− and u+, the solutions of the ODEs

(u−)′ = ln (u−), t > 0, u−(0) = m,(4.1)

(u+)′ = ln (u+), t > 0, u+(0) = M,(4.2)

and we denote by T− and T+ their respective maximal time of existence. Let T =
min{T−, T+, T0}. Then u−(t) ≤ u(x, t) ≤ u+(t) in [0, l] × [0, T ].

Proof. This result is a straightforward consequence of the maximum principle for
parabolic equations since we know that L(u+) = L(u−) = 0 and u−(0) ≤ u(x, 0) ≤
u+(0) in [0, l].

Corollary 4.1. With the same assumptions as in Proposition 4.1, we have the

following:

1. The solution u of (1.1) never blows up in finite time;

2. if m > 1, the solution u does not quench; therefore, it is a global solution, i.e.,

T0 = ∞;
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3. if M < 1, the solution u quenches and the quenching time T satisfies Tm ≤
T ≤ TM with

Tm =

∫ ∞

− ln m

e−z dz/z , TM =

∫ ∞

− ln M

e−z dz/z .

The result follows by integrating the ODEs (4.1) and (4.2).
In the case where u0 oscillates around 1, u can quench or not, depending on the

initial data u0 and the nonlinearity f , as discussed in the next subsection. Since
the problem is parabolic, we will use comparison with suitable parabolic upper and
lower solutions to prove existence or nonexistence of quenching. First, since (1.1)
is invariant under the reflection with respect to the origin, we consider symmetric
initial data, u0(−x) ≡ u0(x), satisfying u0 ∈ h2+θ

∞ ([0, l]) with u′
0(0) = u′

0(l) = 0, and
u0(x) > 0 for x ∈ [0, l] . By the symmetry and the uniqueness we then obtain that the
solution u(x, t) is even in x for t > 0. Therefore, it can be considered as the solution
of (1.1) in Q = (0, l)×R

+ with the Neumann (symmetry) boundary condition at the
origin

ux(0, t) = 0, t > 0.(4.3)

4.2. No quenching when u0 crosses 1. We will assume in this section that
f is convex over R and we will find in Q a stationary lower solution u independent of
t defined by

u(x) = a− b cos(λx), λ =
π

l
,

with the coefficients a > b > 0 satisfying

0 < a− b < 1, a + b > 1,(4.4)

so that u(x) intersects the stationary solution u ≡ 1. The positive lower solution
satisfies the Neumann boundary conditions at x = 0 and x = l. If we can find a lower
solution like that then u ≤ u in Q implies that u does not quench. We now assume
that

f(s) ≥ s/2 in R,

the inequality satisfied by (1.2). We then conclude that the inequality L(u) ≥ 0 in
[−l, l] holds if

1

2
(ux)

2 ≤ 1

2
cu uxx + ln u in [0, l].

Substituting the lower solution, we arrive at the inequality

−1

2
b2λ2(1 − z2) +

1

2
bcλ2(a− bz)z + ln(a− bz) ≥ 0

for all z = cos(λx) ∈ [−1, 1]. Using the estimate

ln(a− bz) ≥ ln(a− b) + b(1 − z)d, z ∈ [−1, 1]; d =
1

2b
[ln(a + b) − ln(a− b)] > 0,

we finally arrive at the inequality

Φ(z) ≡ Az2 + Bz + C ≤ 0, z ∈ [−1, 1],
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where A = b2λ2(1 + c)/2, B = bd− abcλ2/2, and C = b2/2 − λ2 ln(a− b) − bd. Since
Φ is convex, we then deduce the following conditions on the coefficients:

Φ(±1) = A±B + C ≤ 0.(4.5)

Proposition 4.2. Let θ ∈ (0, 1) , u0 ∈ h2+θ
∞ ([0, l]) satisfying u′

0(0) = u′
0(l) = 0,

and u0(x) > 0 in [0, l]. Let the function f be convex from R onto R and f(s) ≥ s/2
in R. Let (a, b) be a solution of inequalities (4.4), (4.5). If u0(x) ≥ u(x) in [0, l], then

u(x, t) ≥ u(x) in Q, and the solution u of (1.1) does not quench, and it is a global

classical solution.

Let us study the solvability of the above system (4.4), (4.5) of algebraic inequal-
ities. We consider the case a ≈ 1+ and b = αa ≈ 0 where α > 0 is a small constant.
Then inequalities (4.5) reduce to

a2λ2α2[α(1+c/2)−c/2] ≤ ln a+ln(1−α), a2λ2α2[α(1+c/2)+c/2] ≤ ln a+ln(1+α).

Setting now α = 1 + ǫ, 0 < ǫ ≪ 1, and assuming that 0 < α ≪ 1, in the first
approximation we get λ2α(−c/2) < ǫ−α, λ2α(c/2) < ǫ+α, from which we get the
following bound for η = ǫ/α: max{1 − λ2c/2, λ2c/2 − 1} < η < 1. These are valid
provided that c/λ2 < 4/π2, which is a particular sufficient condition of the solvability.

4.3. Quenching when u0 crosses 1. Throughout this section we suppose that
the function f satisfies

f(s)/s is bounded and f(s) ≤ s for s > 0.

Both assumptions are true for the particular choice (1.2) since f ′(0) = 1/2, f ′(∞) = 1,
and f is convex. We suppose that c ∈ (0, 1); cf. section 2.

We will find an upper solution u defined in Q by

u(x, t) = a1(t) + a2(t)x
2,

where the functions a1 and a2 satisfy these conditions: there exists T > 0 such that

a1(t) > 0 , a2(t) > 0 for t ∈ [0, T ), and lim
t→T

a1(t) = 0.(4.6)

Observe that ux(0, t) ≡ 0 and ux(l, t) = 2a2l > 0, so that the necessary inequalities on
the boundary are valid. If we can find two functions a1 , a2 such that u(x, t) ≥ u(x, t)
in QT = Q ∩ {t < T} and

min
x∈[−l,l]

u(x, t) = a1(t) → 0 as t → T−,

then u(x, t) quenches at a time T0 ≤ T .
Using the maximum principle for parabolic equations, we will find two functions

a1 , a2 such that L(u) ≤ 0 in QT , and we will suppose that u0(x) = u(x, 0) ≤ a10 +
a20x

2 in [0, l] where ai0 = ai(0). Recalling that we are in the case where u0 crosses 1,
i.e., m = minxu0(x) < 1 and M = maxxu0(x) > 1, we first have

0 < a10 < 1, 1 < a10 + a20 l
2.(4.7)

With the assumption on f and using the obvious inequality ln(y) ≤ y − 1 for y > 0,
we obtain that in QT

L(u) ≤ −ut −
1

2
(ux)

2 + c u uxx + u− 1.



1262 V. A. GALAKTIONOV, S. GERBI, AND J. L. VAZQUEZ

Therefore, it is sufficient to find a1 , a2 such that in Q

−ut −
1

2
(ux)

2 + c u uxx + u− 1 ≤ 0.

Taking the equality in the above inequalities, after some algebraic manipulations we
finally arrive at the following two-dimensional dynamical system:

a′1 = 2c a1 a2 + a1 − 1, a′2 = a2 − 2 (1 − c) a2
2.(4.8)

The second equation is solved separately to give

a2(t) =
et

A + 2(1 − c)et
, A ∈ R.

Then from the first one we derive that

a1(t) = (A + 2(1 − c)et)c/(1−c)

[
B −

∫ t

0

e−ξ(A + 2(1 − c)eξ)c/(1−c)dξ

]
,

where B is a constant. Fix an A > 0. Since c ∈ (0, 1), (4.6) holds provided that

B <

∫ ∞

0

e−ξ(A + 2(1 − c)eξ)c/(1−c)dξ ≡ F (A).(4.9)

Since the coefficients a10, a20 verify a20 = (A + 2(1 − c))−1, a10 = (A + 2(1 −
c))c/(1−c)B, the inequality (4.9) means that

a10a
−c/(1−c)
20 < F (a−1

20 − 2(1 − c)),(4.10)

i.e., the initial point (a10, a20) lies below the separatrix on the phase portrait of the
system (4.8).

We now summarize our results.
Proposition 4.3. Suppose that f(s) ≤ s in R

+ and c ∈ (0, 1). Let a10 , a20

satisfy inequalities (4.7) and (4.10). Let a1(t) , a2(t) be the solution of the dynamical

system (4.8) with initial data a10 , a20. Let T = min{T > 0 | a1(T ) = 0}. If u0(x) ≤
a10 +a20 x

2 in [−l, l], then u(x, t) ≤ a1(t)+a2(t)x
2 in [−l, l]× [0, T ), and u quenches

in a time T ≤ T .

This result is valid for the problem of detonation in ducts.

5. Single point quenching and first sharp estimate. We now prove that
the singular (unbounded) absorption term of (1.1), (1.2), lnu, is strong enough to
produce single point quenching in the presence of the fully nonlinear diffusion term.
This means that the quenching set

E(u0) = {x ∈ [0, l] | ∃ {xn} → x, {tn} → T− such that u(xn, tn) > 0}

consists of a single point. Therefore, the other singular phenomena like regional or
global quenching as t → T are not possible. Several techniques to solve this asymptotic
problem are known in the literature. In studies of blow-up, it is called the localization

problem; see [31, Chap. 4], [18], [19], and references therein.
We consider a function u(x, t) which is a classical positive solution of (1.1) in

QT = (0, l) × (0, T ) and quenches at a finite time T > 0:

min
x∈(0,l)

u(x, t) → 0 as t → T.(5.1)
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Next we use the following eventual monotonicity result which is true for any finite-
time singularity like blow-up, extinction or quenching. See the proof in [15, sect. 10]
(extinction) or in [19, sect. 2] (blow-up). Denote by UT (t) > 0 on [0, T ) the unique
solution of the ODE

U ′
T = lnUT , t ∈ (0, T ); UT (T ) = 0.

Then u(x, t) must intersect UT (t) for all t ∈ [0, T ) (otherwise they cannot have the
same finite quenching time T ), and moreover we have the next proposition.

Proposition 5.1. Let u0(x) intersect UT (0) exactly once. Then u(x, t) is strictly

monotone increasing in x near the quenching point x ≈ 0, t ≈ T−.

Therefore, for t ≈ T−,

ux > 0 for all x > 0 small,(5.2)

so that without loss of generality we may assume that the smooth initial data u0 are
strictly monotone,

u′
0 > 0, x ∈ (0, l).(5.3)

Then (5.2) holds in QT . We now prove that the solution quenches at a single point.
By the monotonicity, it is indeed the origin x = 0.

Proposition 5.2. Under the above assumptions

E(u0) = {0}.(5.4)

Proof. Differentiating (1.1) in x, we obtain that v = ux solves in QT the quasi-
linear equation

vt = −vvx + cf ′(cuvx)(uvxx + vvx) +
v

u
.(5.5)

Since v > 0 by (5.2), and f ′ > 0, we obtain the parabolic differential inequality

vt ≥ cf ′(cuvx)(uvxx + vvx) − vvx.

In a neighborhood of the quenching point x = 0, t = T− we have 0 < u ≪ 1,
0 < v ≪ 1. Using a standard comparison, we also may suppose that vx ≥ 0. Using
the estimates on the function (1.2)

s/2 ≤ f(s) ≤ s, s ≥ 0,(5.6)

we finally obtain the inequality

vt ≥ avxvxx − vvx in QT ,(5.7)

where a(x, t) = αc2u2 > 0 and α = 1/2 or 1 depending on vxx ≥ 0 or vxx ≤ 0. In both
cases we conclude that v = ux is a smooth supersolution (see [22]) of the gradient
diffusivity equation with a quadratic convection term

Vt =
1

2
a(|Vx|Vx)x − 1

2
(V 2)x in QT ,

with the same positive initial data v0 ≡ u′
0. That the solution V is strictly positive is

proved by comparison with the exact separable solution V∗(x, t) = x/(t + C0), where
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the constant C0 ≫ 1 is chosen so that V∗(x, 0) ≥ v0(x) (this estimate is true for the
regular profile ux(x, τ) with an arbitrarily small time-shifting parameter τ > 0). Then
V ≥ V∗ in QT by the standard comparison for degenerate parabolic equations [22],
and finally, v ≥ V > 0 in QT by the maximum principle. Hence

v(x, T−) ≡ ux(x, T
−) ≥ x/(T + C0) > 0 for all x > 0.

Integrating this inequality yields

u(x, T−) ≥ x2/2(T + C0) > 0 for x > 0,(5.8)

whence single point quenching at x = 0 only.
Using Proposition 5.2, we now derive an important optimal bound on the behavior

of the solution near the singular quenching point. We apply a gradient estimate
method first proposed in [11] in the study of blow-up solutions to semilinear heat
equations. This method admits a natural generalization to quasi-linear equations; see
[13], [19], and the references therein. We present a brief description of this technique.
We mainly follow the construction given in section 4 in [19]. Since we study the
quenching phenomenon of the solutions which become arbitrarily small as t → T in
a neighborhood of the origin, without loss of generality we now may assume that
0 < u0 ≤ 1/2, and hence 0 < u ≤ 1/2 in QT by the maximum principle. Given a
quenching solution u, we consider the function

J = ux − xF (u),

where F (u) > 0 for u > 0 is a smooth function to be determined later. Using the
maximum principle, we derive conditions under which the function J is nonnegative
in a neighborhood of the quenching point: J ≥ 0 in [0, δ] × [T − δ, T ). One can
derive from (1.1) a linear parabolic equation satisfied by J . Namely, we have

Jt = uxt − xF ′(u)ut.(5.9)

The second-order derivative uxt is calculated from (1.1):

uxt = cf ′(cuuxx)(uuxxx + uxuxx) − uxuxx +
ux

u
.

Evaluating the derivatives ux = J + xF , uxx = Jx + xF ′J + F + x2FF ′, and

uxxx = Jxx + xF ′Jx + (2F ′ + xF ′′ux + x2(FF ′)′)J + 3xFF ′ + x3F (FF ′)′,

we substitute them into (5.9). We then obtain a fully nonlinear equation for a suf-
ficiently smooth solution J . Using Lagrange’s formula of finite increments, one can
write it in a quasi-linear form (the so-called formal linearization procedure)

Jt = LJ + q,(5.10)

where L is a second-order (elliptic) ordinary differential operator with nonconstant
smooth coefficients, and q is the nonhomogeneous term independent of J . It follows
from the above linearization procedure that it takes the form (see [13] and [19, sect.
4])

q = {uxt − xF ′(u)ut}J≡0.
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This means that in calculating q, we may substitute the derivatives in the form

ux = xF, uxx = F + x2FF ′, uxxx = 3xFF ′ + x3F (FF ′)′.

By the maximum principle, it follows from (5.10) that the inequality q ≥ 0 is the re-
quired condition, which together with the condition J ≥ 0 on the parabolic boundary
guarantee J ≥ 0. The function q consists of the two terms:

q = x I1 + x3 I2,

where

I1 = cf ′(z)(3uFF ′ + F 2) − F 2 − F ′f(z) +
F

u
− F ′ lnu(5.11)

and

I2 = cf ′(z)(uF (FF ′)′ + F 2F ′) − 1

2
F 2F ′.(5.12)

The argument z in the fully nonlinear terms is given by z = cuF + cx2uFF ′. Thus,
q ≥ 0 if I1 ≥ 0, I2 ≥ 0 for x ∈ [0, δ], and u ∈ (0, 1/2].

As in the case of quasi-linear equations [13], [19], the main idea of the method
consists in solving the first inequality in a neighborhood of the singular quenching
point:

I1 ≥ 0 for small u > 0 and x > 0.(5.13)

We establish that this inequality has a suitable solution and, moreover, determines
an optimal choice of the unknown function F (u). Let us first define a function F0

from the ODE containing the last two terms in (5.11), which will be shown to be the
leading ones as u → 0:

F ′
0 lnu =

F0

u
for small u > 0.

This yields F0(u) = ǫ(− lnu) > 0, ǫ > 0. Then F ′
0 = −ǫ/u < 0, F ′′

0 = ǫ/u2 > 0,
so that F0 is convex for small u > 0. This property plays an important role. Let us
show that (5.13), (5.11) admit a solution F being a small perturbation of the function
F0. We now are looking for a solution of (5.13) in the form F (u) = F0(u)(1 + o(1))
for small u > 0, with similar expressions for the first two derivatives of F . In order
to estimate the fully nonlinear terms, we use known properties of the function f(z)
such as

f(z) ≤ f(cuF ) ≤ cuF = 2cǫu(− lnu), f(z) ≥ f(cx2uFF ′) ≥ 1

2
cx2uFF ′, f ′(z) ≤ 1,

etc. Using such inequalities in (5.11) we obtain the following inequality for the function
F : uniformly for u ∈ [0, δ]:

I1 ≥ F

u
− F ′ lnu + O(ln2 u) ≥ 0.

Therefore, solving this with the equality sign, we prove that there exists the following
optimal solution:

F (u) = F0(u) + O(u lnu) = F0(u)(1 + O(u)).(5.14)
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The second inequality, I2 ≥ 0, is valid due to the monotonicity and convexity of F
and the condition f ′ > 0. This implies that such a solution F exists.

It follows from Proposition 5.2 that u(δ, t) > 0 for all t ∈ [T − δ, T ] so that the
solution is sufficiently smooth near that positivity point. Hence ux(δ, t) ≥ c1 > 0
there. Therefore, using (5.14), we deduce that Jgec1 − 2δǫ(− lnu) ≥ 0 at x = δ,
t ∈ [T − δ, T ], provided that ǫ > 0 is sufficiently small. Similarly, at t = T − δ there
holds J ≥ ux− 2ǫx(− lnu) ≥ 0 on [0, δ] for ǫ small. Finally, we arrive at the following
result: there exists a small ǫ > 0 such that

J = ux − ǫx(− lnu) ≥ 0 in [0, δ] × [T − δ, T ).(5.15)

Integrating (5.15) over (0, x), we obtain

z

(− ln z)
|u(x,t)
u(0,t) ≥

∫ u(x,t)

u(0,t)

dz

(− ln z)
≥ 1

2
ǫx2,

whence the following estimate from below of the spatial profile of the solution u(x, t)
near singularity:

u(x, t)

(− lnu(x, t))
≥ u(0, t)

(− lnu(0, t))
+

1

2
ǫx2.(5.16)

In particular, setting here t = T−, so that u(0, T−) = 0, we get a lower estimate of
the final-time profile of the form (cf. (5.8))

u(x, T−) ≥ ǫx2| lnx| > 0 for small x > 0.(5.17)

It will be shown that the above estimate corresponds to the actual behavior of the
final-time profile.

Proposition 5.3. Under the above hypotheses, the solution vanishes at t = T−

and estimate (5.17) holds.

6. Fundamental estimates. We now arrive at the core of the paper, where we
consider a solution u(x, t) of problem (1.1) that quenches in finite time T and derive
two simultaneous estimates, namely, an estimate of the actual size of u near quench-
ing and an upper bound on uxx. These two estimates will give us the information
on the profile of u close to the quenching time necessary for the asymptotic study.
Such a second-order estimate is a new technique which is based on the scrutiny of the
evolution equation satisfied by uxx together with the original equation for u. In the
present case such a study cannot be done independently of the estimate for u and we
arrive at a system of differential inequalities, whose analysis is rather delicate. A par-
ticular case of such a technique was introduced by Aronson and Bénilan for the porous
media equation [2], where a single inequality for uxx can be studied separately (the
so-called semiconvexity estimates). We think that the result and the technique based
on systems of inequalities could be appealing to the reader interested in regularity and
a priori estimates for nonlinear parabolic equations in view of further applications.
Some extensions are presented in [12].

We begin our study with the upper bound for the quantity minxu(x, t) in the
neighborhood of T which follows from simple comparison considerations. We impose
the same hypotheses on the initial data as in the previous section.

Proposition 6.1. Under the stated assumptions on u, we have for t ≈ T , t < T ,

min
x∈(0,l)

u(x, t) ≤ (T − t)| ln(T − t)|
[
1 + O

(
1

ln(T − t)

)]
.(6.1)
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Proof. For t ∈ [0, T ), let us denote U(t) = minxu(x, t). By Theorem 3.2, u is
a smooth function, so for any t ∈ [0, T ) there exists xmin ∈ [0, l] such that U(t) =
u(xmin, t). Since U(t) > 0 and uxx(xmin, t) ≥ 0 and f(s) ≥ 0, using the maximum
principle we have that there exists a δ > 0 such that for any t ∈ [T − δ, T ) there holds
U(t) ≤ u−(t), where u−(t) is the solution of the ODE

du−

dt
= lnu−, t ∈ (0, T ), u−(T ) = 0.

Now, we have

T − t =

∫ ∞

− ln(u−(t))

e−z dz

z
.

Let us note that

E1(s) =

∫ ∞

s

e−z dz

z

is the Schlomilch function. Using its asymptotic expansion [21, p. 32],

E1(s) =
1

s
e−s

(
1 − 1

s
+ o

(
1

s

))
,

one obtains

T − t = − u−(t)

ln(u−(t))

(
1 + o

(
1

ln(u−(t))

))
.

Therefore,

u−(t) = (t− T ) ln(T − t)(1 + o(T − t)).

Thus, we arrive at (6.1).
We proceed now with the lower estimate for u(·, t) as well as the upper estimate

for uxx(·, t). From Theorem 3.2, u is a smooth function, thus differentiating (1.1)
with respect to x, we have that v = ux solves in QT (5.5) with the Dirichlet boundary
conditions

v(0, t) = v(l, t) = 0, t ∈ (0, T ); v(x, 0) = u′
0(x) > 0, x ∈ (0, l).

By the assumptions on f and since u(x, t) > 0 in QT , this is a quasi-linear parabolic
equation which is uniformly parabolic in QT−ǫ for any ǫ > 0 small. Therefore, by the
maximum principle v(x, t) > 0 in QT . The single minimum of u(x, t) in x is always
reached at the origin x = 0.

In our main result we need an extra assumption on f :

c [f ′(s) + 2f ′′(s)s] < 1 in R
+.(6.2)

This assumption is satisfied by (1.2) with a constant c ∈ (0, 1), in particular with the
constant given in section 1.

Theorem 6.1. Assume that u quenches in a finite time T , and u0 and f satisfy

the assumptions stated before. Moreover, assume that W0 = max{u′′
0(x)} is small

enough so that

f(c z0) + ln(u0(0)) + 1 ≤ 0, z0 = u0(0)W0.(6.3)
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Then we have the following estimate for u: as t → T

min
x∈(0,l)

u(x, t) = (T − t)| ln(T − t)|
[
1 + O

(
1

ln(T − t)

)]
,(6.4)

as well as the estimate for uxx: given δ > 0 small there exists C > 0 such that

uxx(x, t) ≤ C| ln(T − t)|(6.5)

in (x, t) ∈ [0, l] × [T − δ, T ).
Let us note that the above condition (6.3) on the initial data not only guarantees

that the solution quenches in finite time, but also that the asymptotic shape (the
spatial convexity) is strong enough to exhibit the stable quenching pattern. Observe
that as in the blow-up problems, [31, p. 195] (see also references therein), we can
expect that there exists a countable set of different quenching patterns. We thus
impose a condition to exhibit the first (generic) one.

Proof. The proof is divided into three steps.
Step 1. Differential inequalities for maxuxx and minu. The main idea is to derive

differential inequalities for the two related quantities to be estimated, the minimum
of u(·, t) at time t, which in view of the hypotheses of the data is taken at x = 0,

U(t) = u(0, t),(6.6)

and the maximum of the spatial second derivative:

w̃(t) = max
x∈[0,l]

uxx(x, t).(6.7)

By the existence and regularity results, Theorems 3.1 and 3.2, both functions are well
defined for 0 < t < T . We already have an upper bound for U that shows how it goes
to 0 as t → T . In order to estimate w̃, we differentiate (1.1) twice and see that the
function w = uxx is a solution of the following partial differential equation:

wt = L(x, t, w,wx, wxx) ≡ c f ′(c uw)uwxx + (2c f ′(c uw) − 1)ux wx

+(c f ′(c uw) − 1)w2 + c2 f ′′(c uw) (ux w + uwx)
2 +

w

u
− (ux)

2

u2
.(6.8)

We construct an upper solution W (t) > 0 of (6.8) independent of x. Thus assuming
that

w = uxx < W in QT ,

and substituting W (t) into the parabolic differential inequality corresponding to (6.8),
we conclude that W (t) can be chosen so that the following first-order ordinary differ-
ential inequality holds:

W ′ ≥ sup
x

L(x, t,W, 0, 0), t ∈ (0, T ).

Excluding the last nonpositive term in (6.8) and replacing u by U in the positive term
w/u, we have that this inequality is valid if W solves

W ′ ≥ W 2 sup
x

[cf ′(cu(x, t)W ) − 1 + c2 f ′′(cu(x, t)W )(ux(x, t))
2] +

W

U
.
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Let us estimate the expression in brackets. From the monotonicity assumption on
u0, we know that ux(x, t) > 0 for 0 < x < l. Therefore, ux(x, t)w(x, t) ≡ uxuxx ≤
ux(x, t)W (t). Integrating this inequality over (0, x) leads to

0 <
1

2
(ux(x, t))

2 ≤ u(x, t)W (t) − u(0, t)W (t).

Since W (t) > 0 on [0, T ) by the assumption, we obtain in QT f ′′(c uW )u2
x ≤

2f ′′(c uW )uW. Denoting s = c u(x, t)W (t), the expression in brackets is estimated
as

c f ′(cuW ) − 1 + c2 f ′′(cuW )(ux)
2 ≤ cf ′(s) + 2cf ′′(s)s− 1.

Assumption (6.2) implies that this quantity is negative. Hence we can fix the following
ODE equation for the upper solution:

W ′ = W/U.(6.9)

Clearly, U(t) ≡ u(0, t) is smooth and, moreover, strictly decreasing (a typical property
of general solutions near singularity; see p. 420 in [31]). Hence W satisfying (6.9) is
also smooth on (0, T ).

Next, let us derive the second differential inequality for the function U . Setting
x = 0 in (1.1), we have U ′(t) = f(cU(t)uxx(0, t)) + ln(U(t)). Since f is increasing
and uxx < W we arrive at the inequality

U ′(t) < f(cU(t)W (t)) + ln (U(t)).(6.10)

Step 2. A two-dimensional dynamical system. In order to estimate the evolution
of the functions {U(t),W (t)}, we first eliminate the inequality in (6.10) and consider
the two-dimensional dynamical system

{
W ′ = W/U,
U ′ = f(cU W ) + lnU, t > 0.

(6.11)

In the autonomous form we get the equation

dU

dW
=

U

W
[f(cU W ) + lnU ].(6.12)

We consider the orbits of this system starting from

W (0) = W0 > 0, U(0) = U0 > 0.(6.13)

It is clear that such orbits will stay in the first quadrant and will evolve as t increases in
the direction of increasing W . As for the monotonicity in U , the zero-isocline of (6.12)
is given by a monotone curve γ0 in the WU -plane with equation f(cUW ) + lnU = 0,
i.e.,

W =
1

cU
f−1(ln (1/U)).

This curve is monotone decreasing and joins W = 0, U = 1 with W = ∞, U = 0. In
the first limit UW → 0, in the second to infinity. If f(s)/s → λ1 = 1 as s → ∞, the
isocline has the development

W ∼ ln(1/U)

cU
, or U ∼ lnW

cW
(6.14)
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as W → ∞. The region Γ0 contained between the isocline γ0 and the axes is a region
where the orbits of (6.12) are monotone decreasing curves. If a solution starting
in that region crosses γ0, then the orbit U = U(W ) becomes increasing, U goes to
infinity, the solution of (6.11) lives for an infinite time and it does not quench. These
orbits have no interest for us, so we eliminate them from our consideration.

On the other hand, there are orbits of (6.11) which lie in the region Γ0 for all
their existence time. This is easier to see if we introduce the variable Z = UW . The
equation for Z is

dZ

dt
=

Z

U
[f(cZ) + lnU + 1] .(6.15)

When we consider now orbits of the system (6.11) in the ZU -plane with the au-
tonomous equation

dU

dZ
=

U [f(cZ) + lnU ]

Z[f(cZ) + lnU + 1]
,

we discover that the geometrical situation has a certain resemblance to the previous
one, with an infinite-slope isocline given by a curve γ1:

f(cZ) + lnU + 1 = 0,

which lies in the ZU -plane below the curve corresponding to γ0, which now reads
f(cZ) + lnU = 0. The curve γ1 is monotone and joins the point Z = 0, U = 1/e
to Z = ∞, U = 0. An analysis of the flow in the regions Γ1, contained between γ1

and the axes, and Γ2, contained between γ0, γ1 and the U -axis, shows that Γ1 is an
invariant region and that there are infinitely many solutions starting at t = −∞ from
(0, 1) and ending as t → ∞ at (0, 0). Let us call this family of solutions F. They
spend their whole late life in Γ1, which in terms of the original WU -plane implies that
they stay all their life span in Γ0. We may also prove that they quench in finite time.
Indeed, since any such orbit ends up in (0, 0), going back to the equation for dU/dt
we get

dt ∼ dU/ lnU,

which gives a convergent integral as U → 0. As an upper bound for this family of
orbits, there must be a separatrix, which lives in Γ2 and joins monotonically (0, 1)
with (∞, 0) in the ZU -plane. This curve resembles the isocline for large Z, so that in
the first approximation lnU ∼ −cZ. It also has a finite life span, since dt = UdW/W
and U(W ) lies below the isocline γ0 for which, in view of the expression (6.14), there
is a convergent integral and

∫
dt is finite (this is true even if there is no upper bound

on f(s)/s as s → ∞).
We can now take the whole set of curves F together with their separatrix. They

fill a region Γ ⊂ Γ0 in the WU -plane. Since they have finite life-time τ and this time
depends continuously on the data, we can draw the lines of equal life-times that will
cover the whole region Γ. The axis U = 0 corresponds to the limit of zero life-time,
τ = 0. On the other hand, on the vertical axis, W = 0, 0 < U < 1/e, we have infinite
life-time. The curves τ(W0, U0) = constant form a family of curves which start at
(W0 = 0, U0 = 0) and end somewhere at the separatrix. They cover the whole region
Γ (see Figure 1). It will be useful to have some criterion on the initial location that
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1/e

Region Γ1

1

γ0

γ1

Separatrix

Region Γ2

Z

U

Fig. 1. Invariant regions.

ensures that the orbit is in F, i.e., is such that Z → 0. It is easy to see from the
system that, once Z ′ ≤ 0 at one instant, then Z → 0. This means asking that

f(cZ(0)) + ln(U(0)) + 1 ≤ 0.

This is reflected in our assumption (6.3).
As a conclusion of this analysis, let us perform the estimate of the behavior of W

and U in terms of t when t → T for the orbits in F for which Z → 0. Since f(0) = 0,
the second differential equation in system (6.11) becomes

U ′ = lnU + o(1) ≡ lnU
[
1 + O(| lnU |−1)

]
,

with the end condition U(T ) = 0. Using the asymptotic expansion of the Schlomich
function, we have

U(t) = (T − t)| ln(T − t)|[1 + O(| ln(T − t)|−1)].

The first differential equation in system (6.11) then becomes

W ′ =
W

(t− T ) ln (T − t)
[1 + O(| ln(T − t)|−1)].

This differential equation can be easily solved to give the following: there exists C > 0
such that for all t ∈ [T − δ, T ), δ small,

W (t) ≤ C | ln(T − t)|.(6.16)
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Invariant region Σ1
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σ1 = (W1(t), U1(t))

Fig. 2. Comparison of orbits.

Step 3. Comparison and asymptotic estimates. We proceed now to compare the
bounds for the solution u which satisfy the system (6.9), (6.10) with the solutions of
the differential system (6.11), whose behavior we have just analyzed. In order to use
notation that distinguishes the systems, we use a subscript 1 for the latter. Thus, we
still denote by W (t), U(t) the bounds introduced in Step 1, which define a curve σ in
the WU -plane. Furthermore, we denote by σ1 = (W1(t), U1(t)) an orbit solution of
(6.11), which quenches in finite time. Let us assume that they have the same initial
data W (0), U(0) > 0 lying somewhere in the region Γ of the WU -plane. We will
show that the region Σ1 in the WU -plane contained between the orbit σ1, the W
axis, and the vertical line W = W0 is an invariant region for the forward evolution
of (W (t), U(t)) (see Figure 2). Since U(t) is monotone nonincreasing and W (t) is
monotone increasing, the only way the orbit (W,U) can escape Σ1 is through the
upper wall given by the orbit of (6.11), which we can write as a decreasing function

U1 = U1(W1), W1 > 0.

Now, at any such escape point we have U = U1, W = W1, and besides, dU1/dt < 0,
dW1/dt > 0, so that

dU

dW
<

dU1

dW1
,

which means that this escape is impossible. We conclude that the curve U = U(W )
lies below the orbit U1 = U1(W1); in other words,

0 ≤ U(W ) ≤ U1(W ), W ≥ W (0).
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Since the functions are monotone, this can also be written 0 ≤ W (U) ≤ W1(U),
0 < U < U(0). Substituting this estimate from above into the inequality for U(t), we
get

dU

dt
< f(cUW ) + ln(U) ≤ f(cUW1(U)) + ln(U)

for all small U > 0. Since by the assumption, the curve {(U,W1(U)), 0 < U ≤ U(0)}
is contained in the invariant region and hence Z = UW1(U) → 0 as U → 0, we have
that

U ′ < ln(U) + o(1), U → 0.(6.17)

Integrating this inequality over (t, T ), t ≈ T , we obtain

U(t) > (T − t)| ln(T − t)|[1 + O(| ln(T − t)|−1)].

Combining this lower bound with that proved in Proposition 6.1, we obtain (6.4).
The desired estimate (6.5) for W (t) then follows from (6.9) with the function U(t)
already defined by (6.4). In order to end the proof of the theorem, we only have to
check that the initial bounds of our solution (W (0), U(0)) lie in the region F where
the orbit of system (6.11) satisfies Z → 0. This is the object of condition (6.3).

7. Behavior of the profile near the quenching time. We suppose that the
solution of (1.1) quenches in finite time T . We are interested in the behavior of the
profile u near the quenching time. For this purpose, we use the results on the stability
of the ω-limit sets of perturbed infinite-dimensional dynamical systems [14], [16].

We first rescale (1.1) in order to obtain from the estimates (6.4), (6.5) new time-
independent estimates. Then we will show that the rescaled equation is an exponen-
tially small perturbation of a Hamilton–Jacobi equation and we will be ready to use
stability theory. In what follows, we suppose that the assumptions on f and u0 made in
Theorem 6.1 are satisfied. As in section 5, we assume that 0 < u(x, t) ≤ 1/2 in QT .

7.1. Rescaling of (1.1). We first change the unknown u in (1.1) so as to make
the estimate (6.5) time-independent. We make the change of the dependent variables

u = G(v),(7.1)

where the function G is defined implicitly by means of the formula

z =

∫ ∞

− ln G(z)

e−s ds

s
, z > 0.

The function G maps R
+ onto [0, 1] and it is the solution of the singular ODE

G′ = − lnG, z > 0; G(z) → 0 as z → 0.

Notice that

G(z) = −z ln(z)

[
1 + O

(
ln | ln z|

ln z

)]
for small z > 0,

and that G is a diffeomorphism from R
+ onto [0, 1). We denote its inverse by g. Then

g(v) = − v

ln v
(1 + o(1)) as v → 0.
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In terms of v (1.1) becomes

vt = −1

2
G′(v) (vx)

2 +
f
(
cG′(v)

(
G(v) vxx − v2

x

))

G′(v)
− 1 in QT ,(7.2)

with vx(0, t) = vx(l, t) = 0, t ∈ (0, T ); v(x, 0) = g(u0(x)) ≡ v0(x), x ∈ (0, l). Under
the assumptions of Theorem 6.1, the estimates (6.4) and (6.5) become

min
x∈(0,l)

v(x, t) ≡ v(0, t) = (T − t)

[
1 + O

(
ln | ln(T − t)|
| ln(T − t)|

)]
,(7.3)

vxx(x, t) ≤ C, (x, t) ∈ [0, l] × [T − δ, T ).(7.4)

Recall that as u′
0(x) ≥ 0, we have vx(x, t) ≥ 0 and moreover the inequality sign is

strict in QT . At this stage, the second manipulation is to do a rescaling of the two
variables x, t in order to obtain new estimates independent of time. Thus we will use
the change of variables which has been used in the study of a perturbed Hamilton–
Jacobi equation in [16]. For x ∈ [0, l] , t ∈ [0, T ), let us denote

ξ =
x√
T − t

, τ = − ln(T − t) , v(x, t) = e−τθ(ξ, τ).

For convenience, we denote (·) = e−τθ(ξ, τ). The problem (7.2) becomes

θτ = H(θ) + P(θ, τ) in Q̃T = {ξ ∈ (0, leτ/2), τ ∈ (τ0,∞)}, τ0 = − ln T,(7.5)

and θξ(0, τ) = θξ(le
τ/2, τ) = 0, τ ∈ (τ0,∞); θ(ξ, τ0) = T−1v0(ξ

√
T ) ≡ θ0(ξ), ξ ∈

(0, l/
√
T ), where the operators H and P are defined by

H(θ) = − 1

2
ξ θξ + θ − 1,

P(θ, τ) = −1

2
G′(·) e−τ θ2

ξ +
1

G′(·) [f(cG′(·)(G(·)θξξ − e−τθ2
ξ))].

From the definitions of the rescaled variables ξ , τ , and θ, the problem of the asymp-
totic behavior of v(x, t) near the quenching time T and the quenching point xq = 0
reduces to the study of the rescaled solution θ(ξ, τ) in a neighborhood of ξ = 0 as
τ → ∞.

The dynamical system (7.5) is a perturbed first-order Hamilton–Jacobi equation

hτ = H(h), τ > 0.

The passage to the limit τ → ∞ in (7.5) is nontrivial since the perturbation term
P(θ, τ), to be proved asymptotically small for τ ≫ 1, is a second-order perturbation,
so that this asymptotic problem falls in with the scope of the so-called singularly per-
turbed infinite-dimensional dynamical systems. The standard methods of the known
asymptotic theory do not apply to such a class of problems. Our analysis is based on
the stability theorem from [14] specially designed to cover such singularly perturbed
systems.

Estimates (7.3) and (7.4) now take the form

min
ξ∈[0,l exp( τ

2
)]
θ(ξ, τ) ≡ θ(0, τ) = 1 + O(ln τ/τ),(7.6)
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θξξ(ξ, τ) ≤ C, τ ≫ 1.(7.7)

By the strong maximum principle θξ(ξ, τ) > 0 for ξ ∈ (0, leτ/2), τ > τ0. It then
follows from (7.6) and (7.7) that uniformly on any compact subset ξ ∈ [0, B] for
τ ≫ 1

0 ≤ θξ(ξ, τ) ≤ C1 = C1(B).(7.8)

7.2. Interior regularity for (7.5): Bernstein estimates. Using the above
estimates, we have that uniformly on every compact subset in ξ and τ ≫ 1 there holds

G(e−τθ) = τ e−τ θ (1 + O(ln τ/τ)), G′(e−τθ) = τ(1 + O(ln τ/τ)).

Hence, uniformly on compact subsets, (7.5) takes the form

θτ = H(θ) +
1

τ
(1 + o(1)) f(η) − 1

2
τe−τ (θ2

ξ + o(1)),(7.9)

where

η = cτ2e−τ (θθξξ + o(1)).

By o(1) we now also denote the nonlinear operators which on sufficiently smooth
functions are of order o(1) as τ → ∞. None of them affects the asymptotic analysis
and they do not enter the estimates.

The first-order operator H in (7.5) is shown to preserve the higher-order regularity.
Indeed, the higher-order derivatives w = Dk

ξ θ for k ≥ 2 solve the equation

wτ = −1

2
ξwξ + bkw,

with the coefficient bk = (2−k)/2 ≤ 0, so that by the maximum principle the equations
preserve the higher-order inner regularity. We will use this property below. Let us
show that the classical Bernstein method applies to the perturbed fully nonlinear
equation (7.9). It follows from the structure of the right-hand side that we have
to control two different terms, the fully nonlinear one and the first-order quadratic
Hamilton–Jacobi term; both are exponentially small as τ → ∞ on regular orbits.
We prove that similar to the case for a quasi-linear parabolic equation considered in
section 5 in [16], the Bernstein technique gives uniform interior bounds for higher-
order derivatives. We first differentiate (7.9). The first derivative z = θξ, which has
been proved to be uniformly bounded on compact subsets, 0 ≤ z ≤ C1, solves the
following linear parabolic equation:

zτ = H1z + τe−τ [cf ′(η)(θzξξ + zzξ + · · ·) − zzξ + · · ·],(7.10)

where we omit the higher-order operators, which, according to the agreement above,
are of the order o(1) as τ → ∞ on smooth functions, and keep the main two terms
only. Here

H1z = −1

2
ξzξ +

1

2
z.

We thus observe that both main exponentially small terms of this equation are bal-
anced in the sense that they have a common time-dependent multiplier τe−τ . This
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makes it possible to apply the Bernstein technique as on page 1125 of [16]. Setting
z = φ(h) with a smooth strictly increasing function φ : [0, 1] → [0, C1] to be deter-
mined later and differentiating the resulting equation for h, we obtain for w = hξ a
quasi-linear parabolic equation of the form

wτ = H2w + P2(w, τ),(7.11)

where

H2w = −1

2
ξwξ +

1

2

((
φ

φ′

)′

− 1

)
w,(7.12)

and P2 contains the main nonlinear terms:

P2(w, τ) = τe−τ

[
cf ′(η)θ

(
φ′′

φ′

)′

w3 + · · · − φ′w2 + · · ·
]
,(7.13)

with

η = cτ2e−τ (θφ′w + · · ·).

We now prove the interior regularity driven by an exponentially small parabolic
perturbation of the first-order equation of the Hamilton–Jacobi type. First of all, from
(7.12) due to the maximum principle, one can see that the operator H2 preserves the
interior regularity on smooth solutions provided that the coefficient of the lower-order
term w is nonpositive:

(
φ

φ′

)′

≤ 1 on [0, 1].(7.14)

Let us show that the function φ can be chosen so that the operator (7.13) obeys the
maximum principle for large |w|, i.e., P2(w, τ) < 0 for |w| ≫ 1 uniformly in τ ≫ 1.
We impose the standard condition on φ

(
φ′′

φ′

)′

≤ −α1 < 0 on [0, 1],(7.15)

so that the first term in (7.13) has the right monotonicity for large |w|. Both condi-
tions, (7.14) and (7.15), are satisfied by the standard parabolic function

φ(h) = C1h(h + 1)/2 on [0, 1].(7.16)

Consider now the multiplier f ′(η) in the first term in the case of function (1.2). We
can set f ′(η) ∼ 1 if η ≫ 1 and we get no novelties in the analysis. If η ≪ −1 (i.e.,
w ≪ −1), then f ′(η) = −(1 + o(1))/η. In this delicate case the first term in (7.13)
can be estimated for w ≪ −1 as follows,

cf ′(η)θ

(
φ′′

φ′

)′

w3 ≥ α2τ
−2eτw2(1 + o(1)), α2 > 0,

so that it is a quadratic term w2 with the coefficient ∼ eτ , i.e., much larger than
that in the second term. Since f ′ is increasing, this makes it possible to prove desired
monotonicity of the operator uniformly in τ ≫ 1.
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Finally, introducing the function Z = χ2(ξ)w2 ≥ 0, where χ is a standard non-
negative cut-off function, as in [16, sect. 5], we conclude that, as in the Bernstein
method for linear parabolic equations, due to the suitable signs of the coefficients, the
parabolic differential inequality for Z does not admit large growing solutions. This
gives us an interior estimate of the second derivative which is uniform in τ ≫ 1. The
proof of similar bounds on higher-order derivatives is simpler and is performed as in
[16].

Below we summarize the above results.
Lemma 7.1. Under the above hypotheses, the rescaled solution of (7.5) with

function (1.2) satisfies

|Dk
ξ θ| ≤ Ck, k = 2, 3, 4, . . . ,(7.17)

for τ ≫ 1 on any compact subset in ξ.
From the above estimate of the second derivative, we have that uniformly on

compact subsets the operator P takes the following linearized quasi-linear form:

P(θ, τ) = −1

2
τe−τ (1 + o(1))θ2

ξ +
c

2
τe−τ

(
θθξξ −

1

τ
θ2
ξ + o(e−τ )

)
.

Thus, it follows from the estimates (7.6)–(7.8) that (7.5) is an exponentially small
perturbation of the first-order Hamilton–Jacobi equation

θτ = H(θ) ≡ − 1

2
ξ θξ + θ − 1.(7.18)

We then can apply the stability theory [14], [16] on comparison of the ω-limit sets of
two “close” dynamical systems. We recall therefore the following principal result.

Theorem 7.1. Consider two dynamical systems:

ut = A(u), t > 0,(7.19)

ut = B(t, u), t > 0.(7.20)

Consider a class S of solutions u ∈ C([0,∞), X) of the dynamical system (7.20)
defined for t > 0 whose values are in a complete metric space X with the distance

function d. Suppose the following:

(H1) The orbits of the dynamical system (7.19) {u(t)}t>0 are relatively compact

in X.

(H2) The operator B is a small perturbation of the operator A in the following

sense: for a given solution u ∈ S of (7.20), if for a sequence {tj} → ∞ there holds

u(t + tj) → v(t) in L∞
loc([0,∞);X), then v is a solution of (7.19).

(H3) The ω-limit set of (7.19) in X defined by Ω = {f ∈ X | ∃ u ∈ C([0,∞);X),
a solution of (7.19), such that ∃ {tj} → ∞ and u(tj) → f} is nonempty, compact,

and uniformly stable in the Lyapunov sense: given an ǫ > 0 ∃ δ > 0 such that for any

solution u ∈ C([0,∞);X) of (7.19) with d(u(0),Ω) ≤ δ ⇒ d(u(t),Ω) ≤ ǫ for t > 0.
Then the ω-limit set of the dynamical system (7.20) in the class S is contained in

Ω, and the solutions of (7.20) approach Ω uniformly as t → ∞.

Let us apply here this theorem to (7.5) and (7.18). We have to find a suitable class
of solutions and a suitable metric space. In fact, we will see that once the assumption
(H3) of the above theorem is valid, the other assumptions will be automatically valid.
Thus we first study (7.18).
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7.3. Uniform stability for (7.18). In order to prove that the assumption
(H3) is verified for (7.18), we will follow the paper [16], in which the authors studied
the extinction phenomenon for a quasi-linear heat equation with a strong absorption
by a dynamical systems approach. Let us denote Xρ = {i ∈ C([0,∞)), i(0) =
1 , ρ (i − 1) ∈ L∞([0,∞))}, where we defined the weight function by ρ(ξ) = ξ−2.
We thus define the distance dρ(i1, i2) = supξ>0 ρ(ξ)|i1(ξ) − i2(ξ)| for i1 , i2 ∈ Xρ.
The set Xρ endowed with the distance dρ is a complete metric space. Let Cρ be
the set of function i ∈ C([0,∞)) differentiable at the ξ = 0 whose seminorm |i|ρ =
supξ>0ρ(ξ)|i(ξ)− i(0)− i′(0)ξ| is finite. The space Cρ is a Banach space endowed with
the norm defined by ‖i‖ρ = |i(0)| + |i′(0)| + |i|ρ. Xρ is a closed subset of Cρ.

Let us now study the Ω-limit set of the Hamilton–Jacobi equation

hτ = −1

2
ξ hξ + h− 1, τ > 0; h(ξ, 0) = i(ξ).(7.21)

If θ is a solution of (7.5), from the two estimates (7.6), (7.7) and θξ(0, τ) = 0, the
function i ∈ C2(R) verifies

i(0) = 1 , i′(0) = 0 , i′(ξ) ≥ 0 , i′′(ξ) ≤ C for ξ > 0 with C > 0.(7.22)

Thus i ∈ Xρ and we define the class S as the functions which satisfy the properties
(7.22). Let us note that the class S is a closed bounded subset of Xρ. Moreover
from the regularity result (7.8), i′ is bounded on every compact in ξ of [0,∞). Thus
by the Ascoli theorem, the class S is compact in Xρ. Let us show that the ω-limit
set of (7.21) is a closed subset of the class S. Let us perform the change of variables
x = ξe−τ/2 and the change of unknown v = − log(1−h). Then we obtain the problem

vτ = −1, τ > 0; v(x, 0) = − log(1 − i(x)).

Thus v(x, τ) = − log(1− i(x))−τ . Going back to the variable (ξ, τ) and the unknown
h, we deduce that

h(ξ, τ) = 1 − eτ + eτ i(ξe−τ/2),(7.23)

and we obtain the following result.
Lemma 7.2. If the function i ∈ S, then h(·, τ) ∈ S for τ > 0.
Proof. Let i ∈ S. From the explicit form of h given by (7.23) we have (i)

h(0, τ) ≡ 1; (ii) hξ(ξ, τ) = eτ/2 i′(ξe−τ/2). Thus hξ(ξ, τ) ≥ 0 , hξ(0, τ) = 0; (iii)
hξξ(ξ, τ) = i′′(ξe−τ/2). Then hξξ(ξ, τ) ≤ C; (iv) ξ−2(1 − h(ξ, τ)) = x−2(1 − i(x)), if

we denote x = ξe−τ/2. Thus ρ (1−h) ∈ L∞([0,∞)). These complete the proof.
We can now prove that assumption (H3) of Theorem 7.1 is verified.
Proposition 7.1. The ω-limit set Ω of (7.18) is nonempty, compact, and uni-

formly stable in the Lyapunov sense.

Proof. Ω is the set of stationary solutions of (7.18). Thus i ∈ Ω ⇐⇒ ∃ a ∈
R , i(ξ) = 1+a ξ2. From the definition of the weight ρ, Ω is a nonempty closed subset
of Xρ. From Lemma 7.2 we deduce that h(·, τ) ∈ S for τ > 0. We then have that
Ω ⊂ S and therefore from the definition of the class S, i ∈ Ω implies i(ξ) = 1 + a ξ2.
But as S is compact and Ω is a closed subset of S, Ω is a nonempty compact subset
of Xρ.

Let us prove that Ω is uniformly stable in the Lyapunov sense. Let i ∈ S be
such that dρ(i,Ω) ≤ ǫ. As Ω is closed, there exists a ≥ 0 and ia(ξ) = 1 + a ξ2 ∈
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Ω , dρ(i, ia) = dρ(i,Ω). From the explicit formula of h, (7.23), we have for ξ > 0,
τ > 0

1

ξ2
[h(ξ, τ) − ia(ξ)] =

eτ

ξ2
[−1 − aξ2eτ + i(ξe−τ/2)] ≡ 1

x2
[i(x) − ia(x)],

where x = ξ e−τ/2. Therefore, dρ(h(·, τ), ia) = dρ(i, ia) = dρ(i,Ω) ≤ ǫ for all τ > 0.
Thus Ω is uniformly stable in the Lyapunov sense.

The assumption (H3) of Theorem 7.1 is verified. Finally, we note that assumption
(H1) of Theorem 7.1 is verified and the orbits of the dynamical system (7.5) are
relatively compact in Xρ due to the Bernstein estimates; see Lemma 7.1.

7.4. Asymptotic profile near the quenching time. We now prove that the
assumption (H2) of Theorem 7.1 is verified. We show that (7.5) is a small perturbation
of (7.18). Let us suppose that u0 and f verify the assumptions of Theorem 6.1. In
this case after the change of unknown and the rescaling, we have that the function θ0

given in (7.5) is in Cρ. Let us consider the ω-limit set of the orbit θ(·, τ) satisfying
the perturbed Hamilton–Jacobi equation (7.5):

ω(θ0) = {i ∈ Cρ | ∃ {τj} → ∞ such that θ(τj) → i in L∞
loc([0,∞);Xρ)} .

Given a sequence {τj} → ∞, from estimates (7.6)–(7.8), and the Bernstein estimates,
by passing to the limit in (7.5), we conclude that θ(·, τj+τ) → h(·, τ) in L∞

loc([0,∞);Xρ),
where the function h(·, τ) is a solution of (7.18) with initial data i ∈ ω(θ0). Thus as-
sumption (H2) of the Theorem 7.1 is valid. We can now apply Theorem 7.1.

Theorem 7.2. Let f and U verify the assumptions of Theorem 6.1. Then there

exists a unique finite a ≥ 0 such that ω(θ0) = ia , i.e., θ(ξ, τ) → ia(ξ) = 1 + a ξ2 as

τ → ∞ uniformly on compact subsets.

Proof. Theorem 7.1 says that ω(θ0) ⊆ Ω = {ia, a ≥ 0}, where Ω is the omega-limit
set of (7.18). The finiteness of possible a’s follows from the uniform upper estimate
θξξ ≤ C whence a ≤ C/2. The uniqueness of the profile ia ∈ ω(θ0) follows from the
ODE for the second derivative at the origin θξξ(0, τ) and a uniform in τ ≫ 1 estimate
of the fourth derivative at ξ = 0; see a similar proof of Proposition 5.6 in [16].

From the definitions of ξ , τ , θ, and v, the function v(x, τ) tends to the function
vlim(x, τ) = T − t + a x2. This observation makes it possible to derive the final-time

profile u(x, T−). By performing the change of unknown defined by G, the solution
u(x, t) of (1.1) is expected to tend as t → T− to the function

ulim(x, T ) = G(vlim(x, T ))(1 + o(1)) ≡ 2a x2| ln x|(1 + o(1)) as x → 0.(7.24)

Theorem 7.3. Under the assumptions of Theorem 7.2 and the convexity assump-

tion (5.3), there holds the parameter a = a(u0) > 0 and then the final-time profile is

given by (7.24).
Proof. The positivity of a follows from Proposition 5.3. The proof of (7.24) is

based on a compactness argument in the extension of the asymptotic behavior on
compact subsets in the self-similar variable ξ to the behavior for small x > 0. See
section 8 in [19].

8. Numerical verification. After performing an analytic study of the asymp-
totic profile, we now verify the shape of the asymptotic profiles by solving (1.1) nu-
merically. We thus consider the detonation problem in ducts (1.4). The function
f(s) = ln[(es − 1)/s] is known to satisfy the assumptions of Theorem 6.1 provided
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Fig. 3. Minimum of u near the quenching time T = 2.68903.

c ∈ (0, 1). Therefore, if we choose initial data u0 satisfying the assumption of Theo-
rem 6.1, we obtain that estimates (6.4), (6.5) hold and that the asymptotic profiles
of u near the quenching time in both variables ξ and x are as given by Theorem 7.2
and Theorem 7.3.

We solve numerically the problem by the method of lines; see [32]. This method is
an Euler method for the time derivative and a finite-difference method for the space
derivatives. In our case, we have to use the Newton method to solve the discrete
equation, since (1.4) is nonlinear. We have used the Fortran program MOLCH of the
scientific library IMSL [30], with a relative precision of 10−6.

The parameters are c = 0.268 and l = 1.1π
√
c/2, since we know that l0 = π

√
c/2

is a bifurcation parameter for the stationary solution [4].
The initial conditions are close to the stationary state u0 = 1: we have chosen

U(x) = 1 − 0.1 cos(π x). In this case the solution u quenches “numerically” at the
time T = 2.68903 at the single point x = 0.

In Figure 3, we present the graph of the minimum in x, u(0, t), of the solution
u(x, t) in the neighborhood of the quenching time T and the graph (t− T ) ln(T − t)
versus t. These two curves are in good agreement near the quenching time T =
2.68903. We are not able to verify the estimate (6.5) since the approximation of the
second derivative by the finite difference method is not accurate enough. But from
estimates (6.4), (6.5), since f(0) = 0 , f ′(0) > 0, we obtain the following estimate:

ut(0, t) = ln(T − t)(1 + o(1)).(8.1)

In Figure 4, we present ut(0, t) versus ln(T − t), and we obtain a straight line
whose slope is close to 1. Finally, in Figure 5 we present the profile θ(ξ, τ)− 1 versus
ξ2 in a neighborhood of the quenching time T . We see near the point ξ = 0 a straight
line whose slope is strictly positive.

9. No continuation beyond singularity exists. The construction of the
unique proper solution beyond the quenching singularity, for t > T , is performed
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by the extended semigroup theory; see section 2 in [18]. We briefly explain such a
construction. We assume, as usual, that 0 < u0 ≤ 1/2, hence 0 < u ≤ 1/2 in QT .
Consider the truncated (nonsingular) equations

ut +
1

2
(ux)

2 = f(cuuxx) + lnu
nu4

1 + nu4
, n = 2, 3, . . . ,(9.1)
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with the same initial and boundary conditions. The truncated absorption term
gn(u) ∈ C3([0, 1/2]) is Lipschitz continuous on [0, 1/2] and gn(0) = 0. Therefore,
the solutions do not reach the singular level {u = 0} and for all n ≥ 1 there exists a
unique classical global solution 0 < un ≤ 1/2 in Q; see section 2 in [18]. Since the
sequence {gn(u)} → lnu as n → ∞ uniformly on any interval [δ, 1/2] with δ > 0 and
it is monotone decreasing on [0, 1/2], the same is true for the solution sequence {un}
in Q. This follows from the maximum principle. The global proper solution is then
defined as

u = lim
n→∞

un = Ttu0,

which is well defined everywhere in Q. Tt is called the limit semigroup. It follows
from the construction that u(x, t) is the maximal solution which does not depend on
the type of the nonincreasing truncation. See [18] for further details.

We now prove the main result.
Theorem 9.1. The quenching singularity in the problem (1.1), (1.2) is complete

in the following sense. Let t = T < ∞ be the quenching time of a solution in QT .

Then its proper extension for t > T is entirely singular:

u ≡ 0 for t > T.(9.2)

This means that any monotone decreasing approximating sequence {un} of clas-
sical nonsingular solutions satisfies

un(x, t) → 0 as n → ∞ for any t > T, x ∈ (−l, l).

In other words, since the maximal solution is identically zero beyond quenching, then
no other nontrivial solution understood in any weak or mild sense exists in this prob-
lem. Note that the theorem states that the limit semigroup Tt is essentially discon-
tinuous at t = T .

Proof. As in [17], we apply the technique of intersection comparison with the
family B = {θ(x− λt + a), λ, a ∈ R} of traveling wave (TW) solutions. Substituting

V (x, t) = θ(ξ), ξ = x− λt + a,

into the equation, we obtain the ODE

f(cθθ′′) =
1

2
(θ′)2 − λθ − ln θ.(9.3)

The main result of [17] stated for a general quasi-linear reaction-diffusion equation

ut = (φ(u))xx ± f(u)

says that the necessary and sufficient condition of incomplete singularity (i.e., the
existence of a nontrivial continuation for t > T ) is the existence of a singular TW-
profile θ which starts from the singular level. Since the Sturmian argument of zero
set analysis applies to classical solutions of fully nonlinear parabolic equations of the
type (1.1) via a standard linearization procedure, we now use this technique in the
detonation problem (1.1), (1.2).

We first prove nonexistence of a singular TW.
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Lemma 9.1. For any fixed λ ∈ R, (9.3) admits no singular continuous solution

θ 6≡ 0 starting from the singular level:

θ(0) = 0.(9.4)

Proof. Setting θ′ = Y , we reduce (9.3) to the first-order equation

cθY
dY

dθ
= f−1

(
1

2
Y 2 − λY − ln θ

)
, θ > 0.(9.5)

We are looking for an integral curve γ = (θ, Y (θ)) defined on an arbitrarily small
interval θ ∈ (0, δ]. It follows from the phase portrait of (9.5) that Y dY/dθ > 0 for
θ > 0 small. Hence, such a solution Y (θ) is uniformly bounded: |Y | ≤ C0 on (0, δ].
Then we get as θ → 0

cθY
dY

dθ
= f−1 (− ln θ + O(1)) = − ln θ (1 + o(1)).

Integrating this equation, we obtain

Y 2 = −1

c
ln2 θ (1 + o(1)) → −∞ as θ → 0.

This contradiction proves the result.
Therefore, in order to apply Theorem 4.1 in [17] on complete singularities, we need

only to check the “steepness” property of TWs situated near singularity. Namely, we
fix 0 < ǫ ≪ 1 and consider for (9.3) the problem on the orbit starting from the
ǫ-neighborhood of the singular level {θ = 0}:

θ(0) = ǫ, θ′(0) = 0.

It reduces to the study of the integral curve of (9.5) starting at the point (ǫ, 0). Fix
|λ| ≫ 1 and θ0 ∈ (0, 1/2]. It follows from the general structure of the phase portrait of
(9.5) that as ǫ → 0 there holds |Y | → ∞ uniformly on any level {θ = θ∗ ∈ [θ0, 1/2]}.
Since Y = θ′ ≡ Vx, this means that the TWs satisfy as ǫ → 0

|Vx|V =θ∗ ≫ 1 uniformly for θ∗ ∈ [θ0, 1/2].

This is the required condition which means that, given smooth positive initial data
u0(x) ∈ C2([0, l]), 0 < u0 ≤ 1/2, the number of intersections of the smooth initial
functions u0 and the steep TW-profile V (x, 0) ≡ θ(x + a) satisfies

J(0, V ) ≤ 2 for all a ∈ R.

Then using the proof of Theorem 4.1 in [17], by passing to the limit n → ∞, gives that
at t = T+ the singular interfaces of the proper (maximal) solution u(x, t) propagate in
both directions with a speed larger than |λ|. Since |λ| can be chosen arbitrarily large,
this implies the infinite speed of the interface propagation for the proper solution at
t = T+, whence the result (9.2).

We now compare the above conclusions with the results on complete/incomplete
singularities for quasi-linear parabolic equations. As was proved in section 7, we have
that uuxx → 0 as t → T− in a small neighborhood of the quenching point. Therefore,
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linearizing the fully nonlinear term f(s) = s/2 +O(s2) for s ≈ 0, one can expect that
the quenching singularity might be described by the linearized quasi-linear equation

ut =
c

2
uuxx − 1

2
(ux)

2 + lnu in {0 < u ≪ 1}.

Setting u = v−c (then v blows up when u quenches), we then arrive at the fast
diffusion equation with a special reaction term

vt = α(vm)xx + v2−m ln v in {v ≫ 1},(9.6)

where m = 1− c > 0 and α = c/2(1− c). This is a logarithmically perturbed (by the
factor ln v in the reaction term) quasi-linear heat equation from combustion theory

vt = (vm)xx + vp, m > 0, p > 1.(9.7)

The properties of blow-up solutions to (9.7) are well established; see Chapter 4 in [31]
and references in [18], [19]. In particular, the exponent p∗ = 2 − m in (9.7) given
by (9.6) is critical relative the complete/incomplete blow-up. Namely, the blow-up is
incomplete for all p ∈ (1, 2−m] and is complete if p > 2−m [17]. It turns out that in
the incomplete range p ∈ (1, 2−m] singular solutions which blow-up at a finite t = T
admit unique minimal extension u(x, t) 6≡ ∞ for t > T , and the problem becomes
a free-boundary problem with singular interfaces on which u = ∞. These singular
interfaces exhibit interesting dynamics and essentially nonanalytic regularity [20]. If
p > p∗ then the minimal proper extension is entirely singular: u ≡ ∞ for t > T and
blow-up is always complete.

Thus, the linearized equation (9.6) with the critical exponent p = 2−m and a slow-
growth but unbounded as v → ∞ logarithmic perturbation in the reaction term shows
that the blow-up interfaces must propagate with infinite speed at t = T+ which means
complete singular behavior, as already proved in Theorem 9.1. On the other hand,
this implies that there exists a slight modification of the detonation equation which
destroys the slow-growth factor in the corresponding linearized version. This might
give a singular behavior with a nontrivial proper extension beyond the singularity
described by a free-boundary problem.
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